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Omnia, Release 1.6

Ansible playbook-based deployment of Slurm and Kubernetes on servers running an RPM-based Linux OS.

Omnia, derived from the Latin word for “all” or “everything”, serves as a deployment tool designed to transform
servers equipped with RPM-based Linux images into fully operational Slurm/Kubernetes clusters.

Omnia is an open source project hosted on GitHub. Go to GitHub to view the source, open issues, ask questions, and
participate in the project.

Licensing

Omnia is made available under the Apache 2.0 license.

Note: Omnia playbooks are licensed under the Apache 2.0 license. Once an end-user initiates Omnia, that end-
user will enable deployment of other open source software that is licensed separately by their respective developer
communities. For a comprehensive list of software and their licenses, click here . Dell (or any other contributors) shall
have no liability regarding and no responsibility to provide support for an end-users use of any open source software
and end-users are encouraged to ensure that they are complying with all such licenses. Omnia is provided “as is”
without any warranty, express or implied. Dell (or any other contributors) shall have no liability for any direct, indirect,
incidental, punitive, special, or consequential damages for an end-users use of Omnia.

For a better understanding of what Omnia does, check out our docs!

Omnia Community Members
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CHAPTER
ONE

OMNIA: OVERVIEW

Omnia, deriving its name from the Latin term denoting “all” or “everything”, is a deployment tool tailored to configure
Dell PowerEdge servers operating on standard RPM-based Linux OS images into clusters capable of handling HPC,
Al, and data analytics workloads. Leveraging Slurm, Kubernetes, and complementary packages, it orchestrates job
management and enables execution of varied workloads on the same converged solution. Omnia is a collection of
open-source Ansible playbooks, continually evolving to accommodate a wide array of workloads effectively.
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1.1 Architecture
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1.1.1 Omnia stack
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If you have any feedback about Omnia documentation, please reach out at omnia.readme @dell.com.
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1.2 New Features

* WACO support with Ubuntu 22.04 OS:

* Local repository and registry creation for packages and container images.
¢ Cluster provision with Ubuntu 22.04 OS.

* AMD GPU driver and ROCm installation.

* Broadcom RoCE driver installation.

* [P configuration on the additional NICs: IPv4 support

» Kubernetes installation.

» NFS client/server configuration.

¢ OpenLDAP support with documented support for replication.

* Al Software Stack support including the installation of the following tools: * Jupyter notebook * Kubeflow *
Kserve * Pytorch * Tensorflow * vLLM (MI210x support)

» Additional Features

* RHEL 8.8 support

* OFED Installation

* CUDA Driver installation

* Add/remove nodes to the cluster.

If you have any feedback about Omnia documentation, please reach out at omnia.readme @dell.com.

1.3 Releases

1.3.1 1.6

* WACO support with Ubuntu 22.04 OS:

* Local repository and registry creation for packages and container images.

¢ Cluster provision with Ubuntu 22.04 OS.

e AMD GPU driver and ROCm installation.

* Broadcom RoCE driver installation.

* [P configuration on the additional NICs: IPv4 support

* Kubernetes installation.

* NFS client/server configuration.

* OpenLDAP support with documented support for replication.

» Al Software Stack support including the installation of the following tools:
— Jupyter notebook
— Kubeflow

— Kserve

6 Chapter 1. Omnia: Overview
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— Pytorch
— Tensorflow

— vLLM (MI210x support)

Additional Features

RHEL 8.8 support

OFED Installation
¢ CUDA Diriver installation

e Add / remove nodes to the cluster.

1.3.2 1.5.1

¢ Omnia now installs Kubernetes 1.26.

133 1.5

 Extensive Telemetry and Monitoring has been added to the Omnia stack, intended for consumption by customers
that are using Dell systems and Omnia to provide SaaS/IaaS solutions. These include, but are not limited to:

— CPU Utilization and status

— GPU utilization

— Node Count

— Network Packet I/O

— HDD capacity and free space

— Memory capacity and utilization

— Queued and Running Job Count

— User Count

— Cluster HW Health Checks (PCIE, NVLINK, BMC, Temps)

— Cluster SW Health Checks (dmesg, BeeGFS, k8s nodes/pods, mySQL on control plane)

* Metrics are extracted using a combination of the following: PSUtil, Smartctl, beegfs-ctl, nvidia-smi, rocm-smi.
Since groundwork is already laid, additional requests from these tools will be quicker to implement in the future.

» Telemetry and health checks can be optionally disabled.
e Log Aggregation via XCAT syslog:
— Aggregated on control plane, grouping default is “severity” with others available.
— Uses Grafani-Loki for viewing.
* Docker Registry Creation.
* Integration of apptainer for containerized HPC benchmark execution.
» Hardware Support: Intel E810 NIC, ConnectX-5/6 NICs.
* Omnia github now hosts a “genesis” image with this functionality baked in for initial bootup.

* Host aliasing for Scheduler and IPA authentication.

1.3. Releases 7
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Login and kube_control_plane access from both public and private NIC.
Validation check enhancements:

Rearranged to occur as early as possible.

Isolate checks when running smaller playbooks.

Added a Benchmark Install Guide: OneAPI for Intel, MPI AOCC HPL for AMD.

1.34 143

XE 9640, R760 XA, R760 XD2 are now supported as control planes or target nodes with Nvidia H100 acceler-
ators.

Added ability for split port configuration on NVIDIA Quantum-2-based QM9700 (Nvidia InfiniBand NDR400
switches).

Extended password-less SSH support for multiple user configuration in a single execution.
Input mapping files and inventory files now support commented entries for customized playbook execution.

NFS share is now available for hosting user home directories within the cluster.

1.3.5 1.4.2

XE9680, R760, R7625, R6615, R7615 are now supported as control planes or target nodes.
Added ability for switch-based discovery of remote servers and PXE provisioning.

Active RedHat subscription is no longer required on the control plane and the cluster nodes. Users can configure
and use local RHEL repositories.

IP ranges can be defined for assignment to remote nodes when discovered via the switch.

1.3.6 1.4.1

R660, R6625 and C6620 platforms are now supported as control planes or target nodes.

One touch provisioning now allows for OFED installation, NVIDIA CUDA-toolkit installation along with iDRAC
and InfiniBand IP configuration on target nodes.

Potential servers can now be discovered via iDRAC.
Servers can be provisioned automatically without manual intervention for booting/PXE settings.
Target node provisioning status can now be checked on the control plane by viewing the OmniaDB.

Omnia clusters can be configured with password-less SSH for seamless execution of HPC jobs run by non-root
users.

Accelerator drivers can be installed on Rocky target nodes in addition to RHEL.

Chapter 1. Omnia: Overview
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13.7 1.4

* Provisioning of remote nodes through PXE boot by providing TOR switch IP

* Provisioning of remote nodes through PXE boot by providing mapping file

» PXE provisioning of remote nodes through admin NIC or shared LOM NIC

» Database update of mac address, hostname and admin IP

* Optional monitoring support(Grafana installation) on control plane

* OFED installation on the remote nodes

* CUDA installation on the remote nodes

e AMD accelerator and ROCm support on the remote nodes

* Omnia playbook execution with Kubernetes, Slurm, and FreeIPA installation in all cluster nodes
* Infiniband switch configuration and split port functionality

* Added support for Ethernet Z series switches.

1.3.8 1.3

¢ CLI support for all Omnia playbooks (AW X GUI is now optional/deprecated).

* Automated discovery and configuration of all devices (including PowerVault, InfiniBand, and ethernet switches)
in shared LOM configuration.

* Job based user access with Slurm.

* AMD server support (R6415, R7415, R7425, R6515, R6525, R7515, R7525, C6525).

» PowerVault MES series support (ME5012, ME5024, ME5084).

* PowerVault ME4 and MES5 SAS Controller configuration and NFS server, client configuration.

* NFS bolt-on support.

* BeeGFS bolt-on support.

* Lua and Lmod installation on manager and compute nodes running RedHat 8.x, Rocky 8.x and Leap 15.3.
» Automated setup of FreeIPA client on all nodes.

* Automate configuration of PXE device settings (active NIC) on iDRAC.

1.3.9 1.2.2

* Bugfix patch release to address AWX Inventory not being updated.

1.3. Releases 9
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1.3.10 1.2.1

HPC cluster formation using shared LOM network

* Supporting PXE boot on shared LOM network as well as high speed Ethernet or InfiniBand path.
* Support for BOSS Control Card

 Support for RHEL 8.x with ability to activate the subscription

* Ability to upgrade Kernel on RHEL

* Bolt-on Support for BeeGFS

1.3.11 1.2.0.1

* Bugfix patch release which address the broken cobbler container issue.

* Rocky 8.6 Support

1.3.12 1.2

* Omnia supports Rocky 8.5 full OS on the Control Plane

* Omnia supports ansible version 2.12 (ansible-core) with python 3.6 support

» All packages required to enable the HPC/AI cluster are deployed as a pod on control plane

* Omnia now installs Grafana as a single pane of glass to view logs, metrics and telemetry visualization
* cluster node provisioning can be done via PXE and iDRAC

* Omnia supports multiple operating systems on the cluster including support for Rocky 8.5 and OpenSUSE Leap
15.3

* Omnia can deploy cluster nodes with a single NIC.

e All Cluster metrics can be viewed using Grafana on the Control plane (as opposed to checking the
kube_control_plane on each cluster)

* AWX node inventory now displays service tags with the relevant operating system.

* Omnia adheres to most of the requirements of NIST 800-53 and NIST 800-171 guidelines on the control plane
and login node.

* Omnia has extended the FreelPA feature to provide authentication and authorization on Rocky Nodes.

* Omnia uses [389ds}(https://directory.fedoraproject.org/) to provide authentication and authorization on Leap
Nodes.

* Email Alerts have been added in case of login failures.

* Administrator can restrict users or hosts from accessing the control plane and login node over SSH.
* Malicious or unwanted network software access can be restricted by the administrator.

* Admins can restrict the idle time allowed in an ssh session.

* Omnia installs apparmor to restrict program access on leap nodes.

* Security on audit log access is provided.

* Program execution on the control plane and login node is logged using snoopy tool.

* User activity on the control plane and login node is monitored using psacct/acct tools installed by Omnia

10 Chapter 1. Omnia: Overview
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* Omnia fetches key performance indicators from iDRACs present in the cluster

* Omnia also supports fetching performance indicators on the nodes in the cluster when SLURM jobs are running.

» The telemetry data is plotted on Grafana to provide better visualization capabilities.

¢ Four visualization plugins are supported to provide and analyze iDRAC and Slurm data.

Parallel Coordinate

Spiral

Sankey

Stream-net (aka. Power Map)

* In addition to the above features, changes have been made to enhance the performance of Omnia.

If you have any feedback about Omnia documentation, please reach out at omnia.readme @dell.com.

1.4 Support Matrix

1.4.1 Hardware Supported by Omnia

Servers

PowerEdge servers

Table 1: Supported PowerEdge servers

Server Server Model

Type

14G C4140, C6420, R240, R340, R440, R540, R640, R740, R740xd, R740xd2, R840, R940,
R940xa

15G C6520, R650, R750, R750xa

16G C6620, R660, R6625, R760, XE8640, R760xa[1]_, R760xd2, XE9680

Note: Since Cloud Enclosures only support shared LOM connectivity, it is recommended that BMC or Switch-based

methods of discovery are used.

AMD servers

Server Type

Server Model

14G
15G
16G

R6415, R7415, R7425
R6515, R6525, R7515, R7525, C6525
R6625, R7625, R7615, R6615

New in version 1.2: 15G servers

New in version 1.3: AMD servers

1.4. Support Matrix
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New in version 1.4.1: Intel 16G servers
New in version 1.4.3: Intel: R760, XE8640, R760xa, R760xd2, XE9680; AMD 16G servers
If you have any feedback about Omnia documentation, please reach out at omnia.readme @dell.com.

Storage

Powervault Storage

Storage Type Storage Model

ME4 ME4084, ME4024, ME4012
MES5 MES5012, ME5024, ME5084

New in version 1.3: PowerVault MES storage support

BOSS Controller Cards

BOSS Controller Model  Drive Type

T2GFX EC, 5300, SSD, 6GBPS SATA, M.2, 512E, ISE,240GB
M7F5D EC, S4520, SSD, 6GBPS SATA, M.2, 512E, ISE, 480GB

New in version 1.2.1: BOSS controller cards

If you have any feedback about Omnia documentation, please reach out at omnia.readme @dell.com.

Switches

Switch Type Switch Model

Mellanox  InfiniBand NVIDIA MQMS8700-HS2F Quantum HDR InfiniBand Switch 40 QSFP56 NVIDIA
Switches QUANTUM-2 QM9700

Switch Type Switch Model

Dell Networking PowerSwitch S3048-ON PowerSwitch S5232F-ON PowerSwitch Z9264F-ON PowerSwitch
Switches N3248TE-ON PowerSwitch S4148

Note:

* The switches that have reached EOL might not function properly. It is recommended by Omnia to use switch
models mentioned in support matrix.

* Omnia requires that OS10 be installed on ethernet switches.

* Omnia requires that MLNX-OS be installed on Infiniband switches.

12 Chapter 1. Omnia: Overview


mailto:omnia.readme@dell.com
mailto:omnia.readme@dell.com

Omnia, Release 1.6

If you have any feedback about Omnia documentation, please reach out at omnia.readme @dell.com.

If you have any feedback about Omnia documentation, please reach out at omnia.readme @dell.com.

1.4.2 Operating Systems

Red Hat Enterprise Linux

OS Version Control Plane Cluster Nodes

8.6 Yes Yes
8.7! Yes Yes
8.8 Yes Yes

Note: Always deploy the DVD Edition of the OS on cluster nodes to access offline repos.

If you have any feedback about Omnia documentation, please reach out at omnia.readme @dell.com.

Rocky

Caution: THE ROCKY LINUX OS VERSION ON THE CLUSTER WILL BE UP-
GRADED TO THE LATEST 8.x VERSION AVAILABLE IRRESPECTIVE OF THE PROVI-
SION_OS_VERSION PROVIDED IN PROVISION_CONFIG.YML.

OS Version Control Plane Cluster Nodes

8.6 Yes No
8.7! Yes No
8.8 Yes Yes

Note:
* Always deploy the DVD (Full) Edition of the OS on cluster nodes.

* AMD ROCm driver installation is not supported by Omnia on Rocky cluster nodes.

If you have any feedback about Omnia documentation, please reach out at omnia.readme @dell.com.

! This version of RHEL does not support vLLM installation via Omnia.
! This version of Rocky does not support vVLLM installation via Omnia.

1.4. Support Matrix
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Ubuntu
OS Version Control Plane Cluster Nodes
20.04! Yes Yes
22.04 Yes Yes

Note:

* Only the live-server version of Ubuntu for provisioning via Omnia.

» Ubuntu does not support the use of Slurm as a clustering software. As a result, benchmarking soft-
ware and FreelIPA is not supported on Ubuntu.

* Ubuntu does not support the use of powervault storage.

If you have any feedback about Omnia documentation, please reach out at omnia.readme @dell.com.

If you have any feedback about Omnia documentation, please reach out at omnia.readme @dell.com.

1.4.3 Testing matrix

Hosts

Generation Server Model

14G PowerEdge C6420
14G PowerEdge R640
14G PowerEdge R740xd
14G PowerEdge R740xc
14G PowerEdge R540
14G PowerEdge R440
15G PowerEdge R550
15G PowerEdge R650
15G PowerEdge R450
15G PowerEdge R6525
15G PowerEdge R750xa
15G PowerEdge R6515
15G PowerEdge R7525
16G PowerEdge R760
16G PowerEdge R760xa
16G PowerEdge R6615
16G PowerEdge R6625
16G PowerEdge R7615
16G PowerEdge R7625
16G PowerEdge C6620
16G PowerEdge R660
16G PowerEdge R760
16G PowerEdge XE9640'
16G PowerEdge XE9680"¢c 13 |

! This version of Ubuntu does not support vLLM and racadm installation via Omnia.
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NICs

GPUs

NIC

Intel® Ethernet 10G 4P X710/1350 -INDC

Intel® Ethernet Converged Network Adapter X710
Mellanox ConnectX-5 Single Port 100 GbE QSFP+
Mellanox ConnectX-5 Single Port 0 GbE QSFP
I350GbE Controller

Broadcom Adv Dual 25Gb Ethernet

Mellanox ConnectX-6 Single Port VPI HDR QSFP
Mellanox ConnectX-5 Single Port 56 GbE QSFP+
Mellanox ConnectX-6 Single Port VPI HDR 100 QSFP
Broadcom Gigabit Ethetnet BCM5720

Broadcom Adv Dual 10GBASE-t Ethernet
Mellanox Network Adapter (10 Gb)

Mellanox ConnectX-5 Ex 100 GbE QSFP

Intel® Ethernet 100GbE Network Adapter E810

GPU
Nvidia - T4

AMD - MI200

If you have any feedback about Omnia documentation, please reach out at omnia.readme @dell.com.

1.4.4 Software Installed by Omnia

OSS Title License Name/Version # Description

Slurm Workload manager GNU General Public License HPC Workload Manager

Kubernetes Controllers Apache-2.0 HPC Workload Manager

MariaDB GPL 2.0 Relational database used by Slurm

Docker CE Apache-2.0 Docker Service

NVidia container runtime Apache-2.0 Nvidia container runtime library
Python-pip MIT License Python Package

kubelet Apache-2.0 Provides external, versioned ComponentCor
kubeadm Apache-2.0 Provides “fast paths” for creating Kubernete
kubectl Apache-2.0 Command line tool for Kubernetes
jupyterhub BSD-3Clause New or Revised License Multi-user hub

kfctl Apache-2.0 CLI for deploying and managing Kubeflow
kubeflow Apache-2.0 Cloud Native platform for machine learning
helm Apache-2.0 Kubernetes Package Manager

tensorflow Apache-2.0 Machine Learning framework

horovod Apache-2.0 Distributed deep learning training framewor
MPI 3Clause BSD License HPC library

! This model was tested using Omnia 1.4.3.

1.4. Support Matrix
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OSS Title License Name/Version # Description

spark Apache-2.0 Unified engine for large-scale data analytics
coreDNS Apache-2.0 DNS server that chains plugins

cni Apache-2.0 Networking for Linux containers

dellemc.openmanage
dellemc.os10
community.general ansible
redis

cri-o

buildah

OpenSM

omsdk

freeipa
bind-dyndb-ldap
slurm-exporter
prometheus
singularity

loki

promtail

Kube prometheus stack
mailx

XOITiSO

openshift

grafana
kubernetes.core
community.grafana
activemq

golang

mysql

postgresSQL
idrac-telemetry-reference tools
nsfcac/grafana-plugin
jansson

libjwt

389-ds

apparmor

snoopy

timescaledb
Beegfs-Client

redhat subscription
Lmod

Lua

ansible posix

xCAT

CUDA Toolkit
MLNX-OFED
ansible pylibssh
perl-DBD-Pg
ansible.utils ansible collection
pandas
python3-netaddr

GNU-General Public License v3.0
GNU-General Public License v3.0
GNU-General Public License v3.0
BSD-3-Clause License
Apache-2.0

Apache-2.0

GNU General Public License 2
Apache-2.0

GNU General Public License v3
GNU General Public License v2
GNU General Public License v3
Apache-2.0

BSD License

GNU AFFERO GENERAL PUBLIC LICENSE v3.0
Apache-2.0

Apache-2.0

MIT License

GPL 3.0

Apache-2.0

GNU AFFERO GENERAL PUBLIC LICENSE
GPL 3.0

GPL 3.0

Apache-2.0

BSD-3-Clause License

GPL 2.0

PostgresSQL License

Apache-2.0

MIT License

MIT License

Mozilla Public License-2.0 License
GPL

GNU General Public License
GPL 2.0

Apache-2.0

GPLv2

Apache-2.0

MIT License

MIT License

GNU General Public License
Eclipse Public License 1.0
NVIDIA License

BSD License

LGPL 2.1

GNU General Public License v3
GPL 3.0

BSD-3-Clause License

BSD License

OpenManage Ansible Modules simplifies ar
It provides networking hardware abstraction
The collection is a part of the Ansible packa
In-memory database

CRI-O is an implementation of the Kuberne
Tool to build and run containers

InfiniBand compliant Subnet Manager.

Dell EMC OpenManage Python SDK (OMS
Authentication system used on the login noc
LDAP driver for BINDO. It allows you to re
Prometheus collector and exporter for metri
Open-source monitoring system with a dime
Container platform. It allows you to create a
Loki is a log aggregation system designed tc
Promtail is an agent which ships the content
Kube Prometheus Stack is a collection of K
mailx is a Unix utility program for sending
xorriso copies file objects from POSIX com
On-premises platform as a service built arot
Grafana is the open source analytics and mo
Performs CRUD operations on K8s objects
Technical Support for open source grafana.
Most popular multi protocol, message broke
Go is a statically typed, compiled programmn
MySQL is an open-source relational databa:
PostgreSQL, also known as Postgres, is a fr
Reference toolset for PowerEdge telemetry 1
Machine Learning Framework

C library for encoding, decoding and manip
JWT C Library

LDAP server used for authentication, access
Controls access based on paths of the progr:
Snoopy is a small library that logs all progr:
TimescaleDB is a time-series SQL database
BeeGFS is a high-performance parallel file :
Red Hat Subscription Management (RHSM
Lmod is a Lua based module system that ea
Lua is a lightweight, high-level, multi-parad
Ansible Collection targeting POSIX and PO
Provisioning tool that also creates custom di
The NVIDIA® CUDA® Toolkit provides a
MLNX_OFED is an NVIDIA tested and pa
Python bindings to client functionality of lit
DBD::Pg - PostgreSQL database driver for t
Ansible Collection with utilities to ease the
pandas is a fast, powerful, flexible and easy
A Python library for representing and manir
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OSS Title License Name/Version # Description
psycopg2-binary GNU Lesser General Public License Psycopg is the most popular PostgreSQL da
python.requests Apache-2.0 Makes HTTP requests simpler and more hus

If you have any feedback about Omnia documentation, please reach out at omnia.readme @dell.com.

If you have any feedback about Omnia documentation, please reach out at omnia.readme @dell.com.

1.5 Network Topologies

1.5.1 Network Topology: Dedicated Setup

Depending on internet access for host nodes, there are two ways to achieve a dedicated NIC setup:

&

Public Network
192.160.0.0

R640 — Control Plane R640 — Head Node

R640 — Login Node

| | (G
,,,,,,,,,,,, [ = T
iDRAC Network

10.148.0.0/16

.ND !:l !I

Cluster Network
10.5.0.0/16

R7525 - Compute Nodes 1 Control Plane, Head Node, Login Node:
e BMC and NIC2 connected to Public Network.
® NIC 1 connected to Private Cluster switch.

Compute Nodes:
¢  BMC in Public Network or managed by user.
..... = ® NIC1 NOT LOM1 mode. Connected to ToR.
¢ |BO connected to InfiniBand.
1B Network
10.10.0.0/16

1. Dedicated Setup with dedicated public NIC on compute nodes

When all compute nodes have their own public network access, primary_dns and secondary_dns in
provision_config.yml become optional variables as the control plane is not required to be a gateway
to the network. The network design would follow the below diagram:

2. Dedicated Setup with single NIC on compute nodes

When all compute nodes rely on the control plane for public network access, the variables primary_dns
and secondary_dns in provision_config.yml are used to indicate that the control plane is the gateway
for all compute nodes to get internet access. Since all public network traffic will be routed through the
control plane, the user may have to take precautions to avoid bottlenecks in such a set-up.

* mapping

If you have any feedback about Omnia documentation, please reach out at omnia.readme @dell.com.
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1.5.2 Network Topology: LOM Setup

A LOM port could be shared with the host operating system production traffic. Also, LOM ports can be
dedicated for server management. For example, with a four-port LOM adapter, LOM ports one and two
could be used for production data while three and four could be used for iDRAC, VNC, RDP, or other
operating system-based management data.

Public Network
192.168.0.0

R640 — Control Plane
= s Ul gy i
[ 'C"'tﬂﬁjfr it lrwl.i'::la';.-l El_.h

Cluster Network
10.10.0.0/16

Control Plane, Login Node:
+ BMC and NIC2 connected to Public Network.
* NIC 1 connected to Private Cluster switch.
Manager/Head Node + No IB connectivity.
i

Compute 1) & I Login Node:
+ NIC 1inLOM1 mode.
* NIC 2 Connected to Public Network.

Compute 2
P + No IB connectivity.

Compute3 Compute Nodes:

+ NIC1isin LOM1mode.

Compute 4 ¢ * 1BO connected to InfiniBand.

IB Network
10.11.0.0/16

Recommended discovery mechanism
* mapping
* bmc
* switch-based

If you have any feedback about Omnia documentation, please reach out at omnia.readme @dell.com.

1.5.3 Network Topology: Hybrid setup

For an environment containing both LOM and BMC ports, the provision tool needs to be run twice to
correctly manage all servers in the network.
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Public Network
192.168.0.0

R640 — Head Node R640 - Login Node

R640 - Control Plane

| EEF T 1 T i
(e

Lok Lo

Cluster Network
10.10.0.0/16
ey

€6520 — Compute Nodes

Control Plane, Head & Login Node:
* BMCand NIC2 connected to Public Network
¢ NIC 1 connected to Private Cluster switch.

Compute Nodes:

e NIC1isin LOM1mode.

¢ IBO connected to InfiniBand
1B Network
10.11.0.0/16

The first time the provision tool is run (to discover the dedicated BMC ports), ensure that the following
variables are set in input/provision_config.yml:

¢ network_interface_type: dedicated
e discovery_mechanism: mapping

¢ Leave the variables bmc_nic_subnet, bmc_static_start_range and bmc_static_end_range
blank in input/provision_config.yml. Entering these variables will cause IP reassignment and
can interfere with the availability of ports on your target servers.

* Do not use the switch_based methods to discover nodes in a Hybrid setup.

Once all the dedicated NICs are discovered, re-run the provisioning tool (to discover the shared LOM
ports) with the following variables in input/provision_config.yml:

e network_interface_type: lom
e discovery_mechanism: bmc

To assign BMC NICs and route internet access to your target nodes, populate the values
of bmc_nic_subnet, bmc_static_start_range, and bmc_static_end_range in input/
provision_config.yml during the second run of the provision tool.

If you have any feedback about Omnia documentation, please reach out at omnia.readme @dell.com.

If you have any feedback about Omnia documentation, please reach out at omnia.readme @dell.com.

1.6 Find out more about Omnia

1.6.1 Blogs about Omnia

¢ Introduction to Omnia
e Taming the Accelerator Cambrian Explosion with Omnia
* Containerized HPC Workloads Made Easy with Omnia and Singularity

¢ Solution Overview: Dell Omnia Software
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¢ Solution Brief: Omnia Software

1.6.2 What Omnia does

Omnia can deploy and configure devices, and build clusters that use Slurm or Kubernetes (or both) for workload
management. Omnia will install software from a variety of sources, including:

* Helm repositories
* Source code repositories
If you have any feedback about Omnia documentation, please reach out at omnia.readme @dell.com.

If you have any feedback about Omnia documentation, please reach out at omnia.readme @dell.com.
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CHAPTER
TWO

QUICK INSTALLATION GUIDE

Choose a server outside your intended cluster to function as your control plane.

The control plane needs to be internet-capable with Github and a full OS installed.

Note: Omnia can be run on control planes running RHEL, Rocky, and Ubuntu. For a complete list of versions
supported, check out the Support Matrix .

For RHEL and Rocky installations:

[dnf install git -y

For Ubuntu installations:

[apt install git -y

Note: Optionally, if the control plane has an Infiniband NIC installed on RHEL or Rocky, run the below command:

yum groupinstall "Infiniband Support" -y

Once the Omnia repository has been cloned on to the control plane:

[git clone https://github.com/dell/omnia.git

Change directory to Omnia using:

cd omnia
./prereq.sh

Run the script prereq. sh to verify the system is ready for Omnia deployment.

Note: The permisssions on the Omnia directory are set to 0755 by default. Do not change these values.

21
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2.1 Running prereq.sh

prereq.shisused to install the software utilized by Omnia on the control plane including Python (3.9), Ansible (2.14).

cd omnia
./prereq.sh

Note:

 If SELinux is not disabled, it will be disabled by the script and the user will be prompted to reboot the control
plane.

* The file input/software_config. json is overwritten with the default value (based on the operating system)
when prereq. sh is executed.

If you have any feedback about Omnia documentation, please reach out at omnia.readme @dell.com.

2.2 Local repositories for the cluster

The local repository feature will help create offline repositories on the control plane which all the cluster nodes
will access. local_repo/local_repo.yml runs with inputs from input/software_config. json and input/
local_repo_config.yml:

2.2.1 Before you create local repositories

Space considerations

If all available software stacks are configured, the free space required on the control plane is as below:
 For packages: 30GB
¢ For images (in /var): 400GB

e For storing repositories (the file path should be specified in repo_store_path in input/
local_repo_config.yml): 30GB.

On Ubuntu clusters

For persistent offline local repositories, (If the parameter repo_config in input/software_config is set to
always), click here to set up the required repositories.

Note: This link explains how to build a mirror on an Ubuntu 20.04 server. Adapt the steps and scripts as required for
any other version of Ubuntu.

When creating user registries

To avoid docker pull limits, provide docker credentials (docker_username, docker_password) in input/
provision_config_credentials.yml.

Images listed in user_registry in input/local_repo_config.yml are accessed from user defined registries. To
ensure that the control plane can correctly access the registry, ensure that the following naming convention is used to
save the image:
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[<host>/<image name>:v<version number>

]

Therefore, for the image of calico/cni version 1.2 available on quay.io that has been pulled to a local host:
serverl.omnia.test, the accepted user registry name is:

[serverl .omnia.test:5001/calico/cni:vl.?2

Omnia will not be able to configure access to any registries that do not follow this naming convention. Do not include
any other extraneous information in the registry name.

There are two ways to pull images from the user registries in the form of a digest:

 Update the digest value to the listed image in the registry. All images to be pulled are listed in input/config/
<os>/<version>/<software_file>. json. A sample of the listing is shown below:

fi

"package": "gcr.io/knative-releases/knative.dev/serving/cmd/webhook",
"digest": ".1305209ce498caf783f39c8f3e85df..35ece6947033bf50b0b627983£d65953",
”type”: llimagell

3,

* While pushing the image to the user registry, create a tag and update the JSON file to take the tag value instead
of the digest.

Note:

* Enable a repository from your RHEL subscription, run the following commands:

subscription-manager repos --enable=rhel-8-for-x86_64-appstream-rpms
subscription-manager repos --enable-rhel-8-for-x86_64-baseos-rpms

 Enable an offline repository by creating a .repo file in /etc/yum.repos.d/. Refer the below sample content:

[RHEL-8-appstream]

name=Red Hat AppStream repo
baseurl=http://xx.yy.zz/pub/Distros/RedHat/RHEL8/8.6/AppStream/x86_64/0s/
enabled=1

gpgcheck=0

[RHEL-8-baseos]

name=Red Hat BaseOS repo
baseurl=http://xx.yy.zz/pub/Distros/RedHat/RHEL8/8.6/Base0S/x86_64/0s/

enabled=1

gpgcheck=0

L

* Verify your changes by running:

2.2. Local repositories for the cluster 23
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yum repolist enabled

Updating Subscription Management repositories.

Unable to read consumer identity

This system is not registered with an entitlement server. You can use subscription-
—.manager to register.

repo id repo name

RHEL-8-appstream-partners Red Hat.
—Enterprise Linux 8.6.0 Partners (AppStream)

RHEL-8-baseos-partners Red Hat.

—Enterprise Linux 8.6.0 Partners (BaseOS)

If you have any feedback about Omnia documentation, please reach out at omnia.readme @dell.com.

2.2.2 Input parameters for Local Repositories

¢ Input all required values in input/software_config. json.

Table 1: Parameters for Software Configuration

Parameter Details

cluster_os_type

string e The operating system running on the cluster
Required (rhel, rocky, and ubuntu).

Default value: ubuntu.

cluster_os_version
string * The OS Version that will be provisoned on com-
Required pute nodes.
For RHEL, the accepted values are 8.6, 8.7, and
8.8.
* For Rocky, the accepted values are 8.6, 8.7, and

8.8.
* For Ubuntu, the accepted values are 20.04, 22.04.
Default value: 22.04

continues on next page
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Table 1 - continued from previous page

Parameter

Details

repo_config
string
Required

softwares
JSON 1list
Required

The type of offline configuration user needs.
When the value is set to always, Omnia creates
a local repository/registry on the Control plane
hosting all the packages/images required for the
cluster.

When the value is set to partial, Omnia cre-
ates a local repository/registry on the Control
plane hosting all the packages/images except
those listed in the user_registry in input/
local_repo_config.yml.

When the value is set to never, Omnia does not
create a local repository/registry. All the pack-
ages/images are directly downloaded on the clus-
ter.

Note:

After local_repo.yml has run, the value
of repo_config in input/software_config.
json cannot be updated without running the con-
trol_plane_cleanup.yml script first.

Irrespective of the value of repo_config, all lo-
cal repositories that are not available as images,
debian packages, or RPMs will be downloaded
and configured locally on the control plane. Ad-
ditionally, AMD GPU drivers, ROCm drivers,
CUDA, and OFED are downloaded by default.

Accepted values:
— always
— partial <- Default
— never

A JSON list of required software and (optionally)
the software revision.

The following software should be listed with a ver-
sion in the list: BeeGFS, AMD GPU, Kubernetes,
CUDA, OFED, BCM RoCE, UCX, and ROCm.
A minimum of one software should be provided in
the list for local_repo.yml to execute correctly.

Note:
from

The accepted names for software is taken
input/config/<cluster_os_type>/

<cluster_os_version>/.

Below is a sample version of the file:

2.2. Local repositories for the cluster
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{
"cluster_os_type": "ubuntu",
"cluster_os_version": "22.04",
"repo_config": "partial",
"softwares": [
{"name": "k8s", "version":"1.26.12"},
{"name": "jupyter"},
{"name": "openldap"},
{"name": "kubeflow"},
{"name": "beegfs", "version": "7.4.2"},
{"name": "nfs"},
{"name": "kserve"},
{"name": "amdgpu", "version": "6.0"},
"name": "cuda", "version": "12.3.2"},
{"name": "ofed", "version": "24.01-0.3.3.1"},
{"name": "vllm"},
{"name": "pytorch"},
{"name": "tensorflow"},
{"name": "bcm_roce", "version": "229.2.9.0"}
1,
"kserve": [
{"name": "istio"},
{"name": "cert_manager"},
{"name": "knative"}
]’
"amdgpu": [
{"name": "rocm", "version": "6.0" }
1,
"vllm": [
{"name": "vllm_amd"},
{"name": "vllm_nvidia"}
1,
"pytorch": [
{"name": "pytorch_cpu"},
{"name": "pytorch_amd"},
{"name": "pytorch_nvidia"}
1,
"tensorflow": [
{"name": "tensorflow_cpu"},
{"name": "tensorflow_amd"},
{"name": "tensorflow_nvidia"}
]
}

For a list of accepted values in softwares, go to input/config/<operating_system>/
<operating_system_version> and view the list of JSON files available. The filenames present in this location
(without the * .json extension) are a list of accepted software names. The repositories to be downloaded for
each software are listed the corresponding JSON file. For example: For a cluster running Ubuntu 22.04, go to
input/config/ubuntu/22.04/ and view the file list:
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amdgpu. json
bcm_roce. json
beegfs. json
cuda. json
jupyter. json
k8s. json
kserve. json
kubeflow. json
nfs. json
ofed. json
openldap. json
pytorch. json

tensorflow. json

vllm. json

For a list of repositories (and their types) configured for amdgpu, view the amdgpu. json" file:

{
"amdgpu": {
"cluster":
{"package": "linux-headers-$(uname -r)", "type": "deb", "repo_name": "jammy"},
{"package": "linux-modules-extra-$(uname -r)", "type": "deb", "repo_name": "jammy
<"},
{"package": "amdgpu-dkms", "type": "deb", "repo_name": "amdgpu"}
]
e
"rocm": {
"cluster":
{"package": "rocm-hip-sdk{{ rocm_version }}*", "type": "deb", "repo_name": "rocm"
]
}
}

Note: To configure a locally available repository that does not have a pre-defined json file, click here.

¢ Input the required values in input/local_repo_config.yml.

2.2. Local repositories for the cluster

27



CustomLocalRepo.html

Omnia, Release 1.6

Table 2: Parameters for Local Repository Configuration

Parameter

Details

repo_store_path
string
Required

user_repo_url
JSON List
Optional

user_registry
JSON List
Optional

The intended file path for offline repository data.
Ensure the disk partition has enough space.

Default value: "/omnia_repo"

This variable accepts the repository urls of the user
which contains the packages required for the clus-
ter.

When repo_config is always, the given list will
be configured on the control plane and packages
required for cluster will be downloaded into a local
repository.

When repo_config is partial, a local repository
is created on the control plane containing packages
that are not part of the user’s repository.

When repo_config is never, no local repository
is created and packages are downloaded on all
cluster nodes.

‘url’ defines the baseurl for the repository.
‘gpgkey’ defines gpgkey for the repository. If
‘gpgkey’ is omitted then gpgcheck=0 is set for that
repository.

Sample value: - {url: "http://crb.com/
CRB/x86_64/0s/" ,gpgkey: "http://crb.
com/CRB/x86_64/0s/RPM-GPG-KEY"}

This variable accepts the registry url along with
port of the user which contains the images re-
quired for cluster.

When repo_config is always, the list given
in user_registry will be configured on the
control plane and packages required for clus-
ter will be downloaded into a local repository.
If the same repository is available in both the
user_repo_url and the user_registry, the
repository will be configured using the values in
user_registry.

When repo_config is partial, a local registry
is created on the control plane containing pack-
ages that are not part of the user_registry. Im-
ages listed in user_registry are directly con-
figured as a mirror on compute nodes. Compute
nodes are expected to connect to the URLSs in the
user_registry via http_proxy.

When repo_config is never, no local registry is
created and packages/images are downloaded on
all cluster nodes.

‘host’” defines the URL and path to the registry.
‘cert_path’ defines the absolute path where the se-
curity certificates for each registry. If this path is
not provided, insecure registries are configured.
Sample value:

28
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¢ Input docker_username and docker_password in input/provision_config_credentials.yml to avoid
image pullback errors.

If you have any feedback about Omnia documentation, please reach out at omnia.readme @dell.com.

2.2.3 Configuring specific local repositories

AMDGPU ROCm

To install ROCm, include the following line under softwares:

"amdgpu": [
{"name": "rocm", "version": "6.0" }
]
BCM RoCE

To install RoCE, include the following line under softwares:

[{"name": "bcm_roce", "version": "229.2.9.0"} }

For a list of repositories (and their types) configured for RoCE, view the input/config/ubuntu/
<operating_system_version>/bcm_roce. json file. To customize your RoCE installation, update
the file. URLSs for different versions can be found here:

{
"becm_roce": {
"cluster": [
{
"package": "bcm_roce_driver_{{ bcm_roce_version }}",
"type": "tarball",
"arl": v,
"path": ""
}
]
}
}
Note:
¢ The RoCE driver is only supported on Ubuntu clusters.
» The only accepted URL for the RoCE driver is from the Dell Driver website.
BeeGFS

To install BeeGFS, include the following line under softwares:

[{"name": "beegfs"}, J

For information on deploying BeeGFS after setting up the cluster, click here.
CUDA

To install CUDA, include the following line under softwares:
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[{"name": "cuda", "version": "12.3.2"}%}, }

For a list of repositories (and their types) configured for CUDA, view the input/config/
<operating_system>/<operating_system_version>/cuda. json file. To customize your CUDA
installation, update the file. URLSs for different versions can be found here:

For Ubuntu:

{

"cuda": {
"cluster": [
{ "package": "cuda",
"type": "iso",
"url": "https://developer.download.nvidia.com/compute/cuda/12.3.2/
—local_installers/cuda-repo-ubuntu2204-12-3-local_12.3.2-545.23.08-1_amd64.deb

n
—

"path": ""
}
]
}

For RHEL or Rocky:
{

"cuda": {
"cluster": [
{ "package": "cuda",
"type": "iso",
"url": "https://developer.download.nvidia.com/compute/cuda/12.3.2/
—local_installers/cuda-repo-rhel8-12-3-1local-12.3.2_545.23.08-1.x86_64.rpm",

"path": ""

s

{ "package": "dkms",
"type": "rpm",
"repo_name": "epel"

}

]
}
}

o If the package version is customized,

ensure that the version value is updated in
software_c